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Abstract

Probabilistic topic models (PTM’s) have become a ubiquitous approach for finding a set of latent themes (“topics”) in collections of unstructured text. A simpler, linear algebraic technique for the same problem is non-negative matrix factorization: we are given a matrix with non-negative entries and asked to find a pair of low-rank matrices, also non-negative, whose product is approximately the original matrix. A drawback of NMF is the non-convex nature of the optimization problem it poses. Recent work by the theoretical computer science community addresses this issue, utilizing NMF’s inherent structure to find conditions under which the objective function admits convexity. With convexity comes tractability, and the central theme of this thesis is the exploitation of this tractability to ally NMF with resampling-based nonparametrics. Our motivating example is one in which a document collection exhibits some kind of partitioning according to a discrete, indexical covariate, and the goal is to assess the influence of this partitioning on document content; we call this scenario a grouped topic model. Computation relies on several well-studied tools from numerical linear algebra and convex programming which are especially well suited for synthesis with permutation tests and the bootstrap. The result is a set of simple, fast, and easily implementable methodologies for performing inference in grouped topic models. This is contrast to parallel developments in PTM’s where ever-more cumbersome inference schemes are required to fit complex graphical models.
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Chapter 1

Introduction

Recent decades have witnessed a paradigm shift in statistics in which the central notion of data has expanded to include such diverse objects as images, audio recordings, and unstructured text. Not incidentally, this shift has fostered an increasing overlap between statistics and neighbouring fields like computer science and electrical engineering (EECS), the traditional homes of these non-standard data types. The relation is symbiotic; EECS researchers have discovered the power of statistical inference in their engineering pursuits, while statisticians uncover insights from previously untapped data sources. In this thesis we will assume the latter role, using inference to gain insights into the messy world of natural language. A popular approach for doing so asserts that a collection of documents can be reduced to a low-dimensional “topic” representation; we can broadly define such approaches as constituting the field of topic modelling. Loosely, this can be thought of as unveiling the central themes that permeate a collection of documents. Once compressed in this way, documents can be sorted, searched, and further manipulated for downstream information processing tasks. They can also be mined for underlying regularities that provide statistical insights into the nature of the content.

The goals of this thesis are twofold. First, we explore how the above can be achieved via relatively new perspectives on the famous problem of non-negative matrix factorization (NMF). This lays the groundwork for our main contribution, which is the marriage of simulation-based inference with NMF in order to analyse possible grouping structure over the documents; we call this setting grouped topic models. Our archetype for this problem is a collection of texts from a common source whose content varies geographically. We might intuit, for example, that documents written in different locations exhibit some sort of statistical variation. This concrete perspective will inform our methods and examples, but we always keep the general picture in mind so as to underscore the broad applicability of the results. Our methods are inferentially justified via a shift in perspective in which we treat the output to NMF as a statistic which can then be passed as input to statistical resampling algorithms. This mimics the spirit of bootstrap approaches to inference (in which one
computes a useful summary statistic and then resamples the original data to approximate its sampling distribution) with which the reader is likely familiar. Crucially, this style of nonparametric inference is valid under weak assumptions on the data-generating mechanism – we need not specify a complicated probabilistic graphical model. Finally, we show these methods in action by applying them to a data set of online beer reviews from across Canada. NMF reveals the underlying topics that recur in Canadians’ beer reviews, while simulation-based inference shows how these topics (and by extension flavours, preferences, etc.) differ geographically.

The thesis is organized as follows. Chapter 2 gives a brief account of non-negative matrix factorization and its ability to find latent structure in text data. We draw connections to probabilistic topic models and explain some of the difficulties that arise therein when trying to account for group structure. Chapter 3 discusses recent work by the theoretical computer science community in which certain natural conditions on the NMF solution lead to tractable algorithms that find unique global minima. The highlight of this chapter is the realization that a key step in this procedure can be computed and explained with a standard matrix decomposition from numerical linear algebra. Chapter 4 treats inference, giving a brief introduction to the relevant simulation-based inference methodologies and formalizing the notion of a grouped topic model. We then develop a Monte Carlo permutation test and bootstrapping algorithm to complement our purely descriptive treatment of NMF. Chapter 5 applies our methodology to “the beer data.” This is also the chapter in which we address some of the more practical concerns users of our methods may face. Conclusions and future research directions follow in chapter 6.
Chapter 2

Non-negative Matrix Factorization and Related Ideas

2.1 NMF and its Uses in Text Analysis

An important problem in modern computational statistics is the factorization of a matrix $X$ with non-negative entries into two “simpler” matrices $\Phi$ and $\Theta$, also containing non-negative entries; standard references include the work of Lee and Seung [LS96, LS99, LS01], or any number of statistical learning texts. “Simpler” is generally taken to mean low-rank; this condition is enforced by seeking a factorization whose inner dimension is much smaller than its outer dimension. Pictorially, non-negative matrix factorization (NMF) can be represented as follows:

$$
\begin{array}{c}
D \\
T \\
\Phi
\end{array}
\times

\begin{array}{c}
V \\
D \\
\Theta
\end{array}
=

\begin{array}{c}
X \\
D
\end{array}

$$

The reason this abstract linear algebra problem has become a standard tool for practitioners is that it naturally represents non-negative data matrices as linear combinations of a small number of representative vectors. These representative vectors constitute low-rank structure that provide useful summaries of the original, high-dimensional data. We illustrate this fact with an example from the field of text analysis. While NMF has been applied in fields like astronomy [BHPJ10], genetics [SOAC+18], and computational vision [DLP+16], its role in text analysis is particularly illuminating. Furthermore, this will ultimately be our domain of application, thus framing things as such provides more than an informative example – it
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$</td>
<td>Number of words in a vocabulary.</td>
</tr>
<tr>
<td>$D$</td>
<td>Number of documents in a corpus.</td>
</tr>
<tr>
<td>$T$</td>
<td>Number of topics.</td>
</tr>
<tr>
<td>$R$</td>
<td>Number of regions.</td>
</tr>
<tr>
<td>$X, Y, \ldots$</td>
<td>Matrices.</td>
</tr>
<tr>
<td>$y^i$</td>
<td>The $i$th row of $Y$ (taken to be a column vector).</td>
</tr>
<tr>
<td>$y_i$</td>
<td>The $i$th column of $Y$ (a column vector).</td>
</tr>
<tr>
<td>$y_{ij}$</td>
<td>The $(i,j)$th entry of $Y$ (a scalar).</td>
</tr>
<tr>
<td>$x, y, \ldots$</td>
<td>Vectors.</td>
</tr>
<tr>
<td>$x_i$</td>
<td>The $i$th entry of $x$ (a scalar).</td>
</tr>
<tr>
<td>$\alpha, \beta, \ldots$</td>
<td>Scalars.</td>
</tr>
<tr>
<td>$\succ, \prec, \succeq, \preceq$</td>
<td>Element-wise inequalities for multivariate objects.</td>
</tr>
<tr>
<td>$\text{Proj}_Yv$</td>
<td>The projection of $v$ onto the column space of $Y$.</td>
</tr>
<tr>
<td>$\text{Proj}_Yv$</td>
<td>The projection of $v$ onto the subspace $Y$.</td>
</tr>
<tr>
<td>$Z_+, Z_-, R_+, R_-$</td>
<td>Non-negative/non-positive integers and real numbers.</td>
</tr>
<tr>
<td>$(\quad)^*$</td>
<td>The solution to an optimization problem.</td>
</tr>
</tbody>
</table>

Figure 2.1: Common notational conventions. Departure from these conventions will be explicitly mentioned in the text.

sets the stage for our development at large. Consider a collection of $D$ documents (henceforth referred to as a corpus) in which $V$ total words are used. These $V$ words make up a vocabulary which can formally be viewed as the set $\{1, 2, \ldots, V\}$ whose members stand in for the words proper. We then construct $X$ as a so-called term-document matrix (TDM). That is, the columns of $X$ represent documents by specifying each entry $x_{ij}$ as the number of times word $i$ appears in document $j$ (see figure (2.1) for a summary of commonly used notation). This is often called a “bag of words” representation for it reduces a corpus to a series of in-document word counts. Evidently, much information is destroyed in this process and using the TDM would be wholly inappropriate for many language processing tasks. Nonetheless, much insight can be extracted from it and it demonstrates the remarkable ubiquity with which data can be encoded using the objects of linear algebra.

Now, suppose $X$ (whose entries are not only non-negative but integral) can be factored into the product of two non-negative matrices $\Phi, \Theta$ with inner dimension $T \ll V$. Mathematically, we have

$$
\begin{bmatrix}
  x_1 & x_2 & \ldots & x_D \\
\end{bmatrix}_{V \times D} =
\begin{bmatrix}
  | & | & | \\
  \phi_1 & \phi_2 & \ldots & \phi_T \\
\end{bmatrix}_{V \times T}
\begin{bmatrix}
  | & | & | \\
  \theta_1 & \theta_2 & \ldots & \theta_D \\
\end{bmatrix}_{T \times D}
$$
where we have emphasized the column-wise view of these matrices. A single document \( x_i \) can then be written as \( x_i = \Phi \theta_i \), or equivalently

\[
x_i = \theta_{i1} \phi_1 + \theta_{i2} \phi_2 + \ldots + \theta_{iT} \phi_T.
\]

This reveals the motivation for such a factorization: the documents \( \{x_i\} \) can be written as linear combinations of the columns of \( \Phi \). In the context of text analysis, these columns are called topics, a formalization of the intuitive notion that documents can be decomposed into a set of underlying ideas or themes. Because each \( \phi_i \) contains \( V \) entries, all of which are non-negative, \( \phi_i \) can be thought of as a vector of pseudo-counts for each word in topic \( i \) \( (x_{ij} \in \mathbb{Z}_+, \text{ but we usually have } \phi_{ij} \in \mathbb{R}_+) \). Similarly, \( \theta_i \) encodes how much of each topic comprises document \( i \) – a set of topic weights. A concrete example is helpful in clarifying these ideas. Suppose a topic is described by the following table:

<table>
<thead>
<tr>
<th>word</th>
<th>pseudo-count within topic</th>
</tr>
</thead>
<tbody>
<tr>
<td>equation</td>
<td>10.11</td>
</tr>
<tr>
<td>linear</td>
<td>6.05</td>
</tr>
<tr>
<td>Fourier</td>
<td>1.02</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
<tr>
<td>spaghetti</td>
<td>.0000001</td>
</tr>
<tr>
<td>\vdots</td>
<td>\vdots</td>
</tr>
</tbody>
</table>

We might call this the “mathematics” topic; a document which gives this topic high weight is likely to concern mathematics. Such a document might ultimately be composed of topics like

\[
1.5 \times \text{mathematics} + .2 \times \text{physics} + .2 \times \text{France} + \ldots + 0 \times \text{Italian food},
\]

perhaps indicating that it is about the famous French mathematician Joseph Fourier. Every document in the corpus can be written as a similar linear combination, their differences deriving from the different topic weights as encoded in \( \Theta \). Many interesting engineering and inference tasks rely on finding topics given only access to \( X \); we describe this next.

### 2.2 NMF as Optimization and Connections to Probabilistic Topic Models

So far we have supposed the existence of an exact factorization \( X = \Phi \Theta \), \( X \) being generated in the forward direction in terms of \( \Phi \) and \( \Theta \). In practice, we would like to solve the inverse

\footnote{Note explicitly writing a topic name like “physics” here is used for clarity. No such labels are encountered in practice and one must look at the words within a topic to determine (subjectively) its significance.}
problem. We observe $X$ and seek to reconstruct the non-negative factors, thus revealing the thematic structure of the corpus. An exact solution is too much to hope for, so we instead solve the optimization problem

$$\begin{align*}
\text{minimize} & \quad \|X - \Phi \Theta\|_F \\
\text{subject to} & \quad \Phi, \Theta \succeq 0
\end{align*}$$

(2.1)

where $\|\cdot\|_F$ is the Frobenius norm\(^2\). This gives an approximate factorization $X \approx \Phi^* \Theta^*$. This mathematical program is non-convex and thus NP-hard in general [Vav10]. One strategy for dealing with this is to use the singular value decomposition (SVD) instead [DDF+90], a historically older and successful approach but one which lacks the concrete interpretation of NMF. Another is in keeping with modern practices in machine learning where heuristic algorithms are applied with disregard for the formal hardness results, often finding “good” local minima anyway. One such scheme for NMF is a simple alternating minimization algorithm in which we iteratively optimize over one factor while holding the other fixed until convergence to a stationary point [LS01]. While giving sensible solutions in practice, this algorithm suffers from all the typical trappings of applying heuristics in the non-convex setting. Most notably, local minima are not guaranteed to be globally optimal. One of the main thrusts of the current work is to build on recent results showing that NMF can be cast as a convex program under certain conditions. These results are crucial in that NMF becomes tractable, meaning a global minimum can be found efficiently. Embedding NMF in the framework of non-parametric inference requires this tractability for it allows the output of an algorithm to be viewed as a statistic under a suitable sampling model. The multiplicity of local minima exhibited by non-convex problems prohibit such an interpretation since the associated optimization algorithms must inevitably employ randomness (either in the initialization or the optimization itself). Thus running the algorithm multiple times may well produce different results (i.e., different local minima are reached), and so there is no reasonable sense in which the output can be considered a statistic.

Supposing recovery of $\Phi^*$ and $\Theta^*$, a useful probabilistic interpretation is obtained by normalizing the columns of these two matrices so that they sum to 1. Column normalization allows us to discard the somewhat unintuitive notions of pseudo-counts and topic weights in favour of probabilities. In this way, a document $x_i$ can be thought of as a random sample from a mixture distribution of the $T$ topics $\{\phi_j\}$ (themselves now regarded as distributions over words). We emphasize that this is an interpretative device only – so far no stochasticity of any kind has been assumed. Probabilistic topic models (PTM) are a class of models which take this probabilistic interpretation quite literally, considering documents as generated ac-

\(^2\)This is essentially an element-wise $\ell_2$ norm for matrices.
cording to mixture distributions of the aforementioned kind. In this setup, $\Phi$ and $\Theta$ are taken to be parameters or latent variables in a statistical model; the specific distributional assumptions involved give rise to various well-known approaches such as Probabilistic Latent Semantic Indexing [Hof99], Latent Dirichlet Allocation [BNJ03] and Correlated Topic Models [BL05]. Though these models are popular and effective, computational drawbacks abound for general PTM’s. Approximate inference techniques like Markov chain Monte Carlo and variational inference are standard tools in this regime, but both are notoriously difficult to implement successfully in practice. Black box variational inference (BBVI) is a promising line of work for automating inference in PTM’s (and large-scale probabilistic models more generally) [RGB14], but remains heuristic in nature and is currently only implemented in deep learning libraries that are often cumbersome for statisticians to use. Even when computation is not an issue, these techniques exhibit a host of difficulties. The accuracy of variational methods can be questionable, and is generally unknown to the user. While theoretically accurate in the limit of infinite computation, sampling-based inference struggles to handle multi-modal posteriors – a hallmark of PTM’s. See for example Griffiths and Steyvers [GS04], who in reference to using Gibbs sampling for inference in Latent Dirichlet Allocation (LDA) assert:

These estimates cannot be combined across samples for any analysis that relies on the content of specific topics. This issue arises because of a lack of identifiability. Because mixtures of topics are used to form documents, the probability distribution over words implied by the model is unaffected by permutations of the indices of the topics. Consequently, no correspondence is needed between individual topics across samples; just because two topics have index $j$ in two samples is no reason to expect that similar words were assigned to those topics in those samples. However, statistics insensitive to permutation of the underlying topics can be computed by aggregating across samples.

The main consequence of these drawbacks is that PTM’s are difficult to flexibly extend. Clever sampling algorithms that work for a particular model rely heavily on that model’s structure, and break down with the introduction of new variables and/or dependencies. Likewise, deriving bespoke variational methods for new models is difficult and error-prone. This rigidity is what black-box approaches were designed to address, but experience suggests that the term “black box” is as yet unwarranted.

Despite these barriers, recent progress has been made in the development and implementation of large-scale PTM’s which incorporate extra structure (like the document groupings that are of particular interest to us). Building on previous work [MM08, EAX11], Structural Topic Models (STM) provide a unified approach to PTM’s with covariate effects modifying both the topics themselves and their allocation within the corpus [RSA16]. This is in contrast with the reverse construction, exemplified by Supervised Topic Models [BM07], in
which topics are considered covariates for some external response of interest. The appeal of STM’s is their generality, adherence to the probabilistic framework, and accompanying R package which eliminates the practitioner’s worrying about implementation details [RST19]. However, all this comes at a cost; one need only study the inference algorithms used to fit STM’s to realize that the aforementioned problems persist. From Margaret et. al. [RSA16],

As with other topic models, the exact posterior for the proposed model is intractable, and suffers from identifiability issues in theory (Airoldi et al. 2014a). Inference is further complicated in our setting by the nonconjugacy of the logistic Normal with the multinomial likelihood. We develop a partially collapsed variational expectation-maximization algorithm that uses a Laplace approximation to the nonconjugate portion of the model (Dempster, Laird, and Rubin 1977; Liu 1994; Meng and Van Dyk 1997; Blei and Lafferty 2007; Wang and Blei 2013).

Though this complexity is hidden from the analyst (by way of the R implementation), it is nonetheless daunting and involves multiple layers of approximation, all in order to maintain strict adherence to the probabilistic framework. The merits of this strategy are likely problem-specific, but we feel that the a priori rejection of simpler tools might constitute a case of “throwing the baby out with the bathwater.” Given this and the nature of our goals, we elect to step outside the PTM framework, opting instead for methods that are fast, exact, and amenable to traditional nonparametric inference.

The key insight and contribution of this thesis is that new trends in NMF research play particularly nicely with simulation-based inference. A main advantage of this perspective is its simplicity, both in implementation and interpretation. Another is its speed, deriving from our reliance on several well-studied techniques from numerical linear algebra and optimization. While the resulting inferences are in principal more limited than those from a full-blown PTM, the previous sections call into question whether the added flexibility is worth the computational burden and excessive approximation. Our approach is part of a broader paradigm in which one reposes resampling-based nonparametrics on top of statistical learning techniques, an idea we think deserves more attention. An exemplary use and discussion of this perspective is offered by Taddy [TGCD16].
Chapter 3

Tractable NMF

3.1 Anchor Words and Their Role in Tractability

We have seen that NMF is, in general, NP-hard. However, high-quality solutions are often found in practice by employing greedy algorithms that converge to a local minimum. This is in keeping with recent trends in machine learning, where hard problems (in a complexity theoretic sense) are solved to great effect using algorithms that lack theoretical guarantees. Such developments have spawned a new sub-area of theoretical computer science called beyond worst-case analysis (BWCA) in which researchers look for special problem instances that do succumb to efficient computation, the idea being that some problems may be hard only on pathological instances which do not arise in practice [Rou19]. BWCA strikes a balance between the extremes of average and worst-case analysis of algorithms, the former assuming a distribution over inputs and the latter allowing inputs that could be adversarial. In BWCA, no input distribution is assumed but structural properties of the problem are studied to identify where the hardness emanates from. An example is clustering, where there are results showing that “clustering is hard only when it doesn’t matter” [Rou19]. The ultimate goal is a theory which distinguishes between natural and contrived problem instances, which might reveal why certain algorithms are phenomenally successful despite worst-case pessimism.

In the spirit of BWCA, Arora et. al. showed in a series of seminal works that NMF can be solved efficiently and practically under certain restrictions on the factorization and gave algorithms to do so [AGKM12, AGM12, AGH+18]. Gillis provides a nice overview of the history of such approaches [Gil14] (and NMF more broadly), which span multiple research communities and over a decade of research. The key notion these results rely on is that of separability, first studied by Donoho and Stodden [DS04].

Definition 3.1.1. A non-negative matrix $\Phi$ is called separable if for all columns $j$ there exists a row $i$ such that $\phi_{ij} > 0$ but $\phi_{ik} = 0$ for all $k \neq j$. 
In the context of topic models, the columns of $\Phi$ represent topics and the rows words, thus this condition states that for all topics there exists a word which only appears in that topic. Separability then essentially restricts what constitutes a legal topic; each topic must contain a word which is a perfect indicator of that topic’s presence. For example, “Curie” might be such a word for a topic about chemistry. In the literature, words that have this property are often called \textit{anchor words} or \textit{anchors} for they “tie down” an associated topic. We too will adopt this terminology, but warn the reader that our notion of anchor words will be slightly different than existing definitions. These subtleties and their implications are discussed later in the chapter.

As in chapter 2, assume for the moment that an exact factorization $X = \Phi \Theta$ exists. To see why the existence of anchor words leads to tractable algorithms, first note that an appropriate re-ordering of the rows of $\Phi$ gives a $2 \times 1$ block matrix whose upper block is diagonal:

$$
\Phi = \begin{bmatrix} \Lambda \\ \Gamma \end{bmatrix}
$$

where

$$
\Lambda = \begin{bmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_T \\
\end{bmatrix},
$$

$\Gamma$ is the remaining block, and $T$ is the number of topics. This implies that $X$ contains the rows of $\Theta$ among its own rows, but scaled by a constant. This follows directly from the block form introduced above, since

$$
X = \begin{bmatrix} \Lambda \\ \Gamma \end{bmatrix} [\Theta] = \begin{bmatrix} \Lambda \Theta \\ \Gamma \Theta \end{bmatrix}
$$

and left multiplication by a diagonal matrix has the effect of scaling rows. Thus we can say that $X^\dagger = \Lambda \Theta$ where $X^\dagger$ signifies the block of the TDM corresponding to the anchor words. We can then rewrite the factorization in a form suggestive of the optimization problem to be posed shortly:

$$
X = \begin{bmatrix} X^\dagger \\ \Gamma \Lambda^{-1} X^\dagger \end{bmatrix}.
$$
Herein lies the key to tractability, for one factor is predetermined up to a diagonal scaling. Assuming knowledge that the anchor words appear as the first $T$ rows of $X$, we can simply extract $X_{\dagger}$ by inspection. As we’ll see, the scaling factor $\Lambda$ can be determined a posteriori by imposing an additional constraint on $\Phi$, so that $\Theta = \Lambda^{-1}X_{\dagger}$ can be recovered. This translates seamlessly to the optimization perspective in which we only observe $X$ and seek a solution to (2.1). If $\Phi$ is supposed separable, we can find the optimal factor $(\Gamma\Lambda^{-1})^*$ by solving

$$\begin{align*}
\text{minimize} \quad & \|X_{\dagger} - YX_{\dagger}\|_F \\
\text{subject to} \quad & Y \succeq 0 
\end{align*}$$

(3.1)

where $X_{\dagger} = \Gamma\Theta$ is defined analogously to $X_{\dagger}$ but for non-anchor rows and $Y$ is the variable to be optimized over. Written this way, an interesting dual perspective emerges: (3.1) attempts to write the non-anchor words as linear combinations of the anchor words. More importantly, there is only one optimization variable in this problem; (2.1) has two. This is makes its solution dramatically easier. More concretely, (3.1) is nothing more than a series of non-negative least squares (NNLS) problems:

$$\begin{align*}
\text{minimize} \quad & \|x_{\dagger}^i - (X_{\dagger})^T y^i\|_2 \\
\text{subject to} \quad & y^i \succeq 0 
\end{align*}$$

for all rows $i$ of $X_{\dagger}$. NNLS is well-studied and crucially, convex [CP]; in continuous optimization, convexity is synonymous with efficient algorithms that always reach global optima [BV04]. Combining each solution into a matrix $Y^*$, we conclude $Y^* = (\Gamma\Lambda^{-1})^*$. The trick now is to determine the scale factor so that we can realize our original goal of deducing $\Phi^*$ and $\Theta^*$. This cannot be done without endowing $\Phi$ with additional structure. A natural choice is that it have unit-norm columns. This has interpretational consequences as well – it essentially means that all topics are a priori weighted equally ($\Theta$ tells us how each topic is weighted within a particular document, but topics should not have an inherent weight). To see how this helps, write

$$\|\phi_j\|_2 = \sqrt{\lambda_j^2 + \sum_{i=1}^{V-1} \gamma_{ij}^2} = 1$$

(3.2)

whence we find

$$\lambda_j = \sqrt{1 - \sum_{i=1}^{V-1} \gamma_{ij}^2} = \sqrt{1 - \lambda_j^2 \sum_{i=1}^{V-1} \left( \frac{\gamma_{ij}}{\lambda_j} \right)^2}.$$
Elementary algebra then gives

$$
\lambda_j = \frac{1}{\sqrt{1 + \sum_{i=1}^{V-1} \left(\frac{\gamma_{ij}}{\lambda_j}\right)^2}}
$$

and we notice the \((i,j)\)th element of \(\mathbf{G}_\Lambda^{-1}\) in the denominator of the right-hand side. This quantity is solved for when computing (3.1), since \(y_{ij}^* = (\gamma_{ij}/\lambda_j)^*\). Thus,

$$
\lambda_j^* = \frac{1}{\sqrt{1 + \|y_j^*\|^2}}
$$

This illustrates that under the unit-norm condition, (3.1) solves a reparameterized optimization problem whose desired parameterization can be found after the fact. The \(\{\lambda_j\}\) have an interesting interpretation; first, observe that \(0 < \lambda_j \leq 1\) for all \(j\). If \(\lambda_j = 1\), it must be that \(\phi_{ij} = 0\) for all \(i\). That is, topic \(j\) only includes the anchor word. Similarly, as \(\lambda_j \to 0\) non-zero elements of \(\phi_j\) are necessarily introduced. We read this as saying that the \(\{\lambda_j\}\) control the “diffuseness” of their respective topics. This is similar to some of the hyperparameters that must be set in PTM’s like LDA, but with the advantage of being automatically “learned” from the data.

All told, we can use our findings to write \(\mathbf{X} \approx \Phi^* \Theta^*\) purely in terms of the observed TDM and the solution to (3.1):

\[
\Phi^* = \begin{bmatrix}
\frac{1}{\sqrt{1+\|y_1^*\|^2}} & 0 & \cdots & 0 \\
\frac{1}{\sqrt{1+\|y_2^*\|^2}} & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{\sqrt{1+\|y_T^*\|^2}}
\end{bmatrix}
\]
To summarize, anchor words ensure NMF can be solved efficiently and globally because they allow us to find certain pieces of the factorization by inspection, leading to a far simpler optimization problem. This is obviously advantageous from a computational perspective, but is essential to our inferential approach as well. Of course, all of the preceding discussion presumes the anchor words are known in advance. In practice we have to choose them, which is the subject of the next section.

### 3.2 Choosing Anchors

Recall that anchor words allow us to directly identify the optimal matrix of topic weights \( \Theta^* \), gifting the remaining optimization problem the crucial property of convexity. The notion of anchor words can be perceived in two ways, and the distinction between them highlights the difference between our approach to topic models and that of the existing literature. In the first (exemplified by the previously cited work of Arora et. al.), we posit that there exists a set of \( T \) true anchor words and the goal is to find them. This is in keeping with the PTM perspective in which an underlying generative mechanism is assumed. By contrast, a pure optimization perspective might consider anchor words to arise out of some pre-processing step in which we are free to choose any anchor words we like. This is eminently valid, since the factorization inherent to NMF is not considered part of any data-generating mechanism – it is simply a useful summary of the data. This idea extends to a weakly stochastic setting in which we assume the observed data to be generated by some unspecified distribution and the output to NMF is a statistic; the selection of anchor words is simply absorbed into the definition of this statistic. We adopt the latter approach given our rejection of PTM’s in this work, the anchor words defined pragmatically as a set of representative words which are indicative of the corpus’ overall structure. In this way, they can profitably be thought of as topic labels (in some sense nullifying our footnote from earlier).

In a PTM-based worldview, anchor words admit an interesting geometric perspective. It is not hard to show that anchor words are necessarily convex hull extreme points of the rows of an appropriately normalized word-word joint probability matrix \([AGH^{+18}]\). This suggests a geometric algorithm for estimating the anchors from data. Namely, empirical convex hull extreme points are identified and used in the subsequent factorization. While
this point of view and the ensuing theory relies on the assumed PTM, the anchor estimation algorithm of Arora et. al. is also useful in our context under slight modifications. In particular, we employ a simplification of their geometric algorithm but applied directly to the words – that is, the *unnormalized* rows of $X$. In so doing, it firmly plants our approach to anchor words as one of *subset selection*.

Recall that words correspond to rows of $X$, and imagine plotting these rows as vectors in $\mathbb{R}^D$. Then our first anchor selection procedure reads like:

1. The first anchor is defined as the point farthest from the origin; by the definition of the $\ell_2$ norm, this is just the word that is used most frequently in the corpus\(^1\).
2. The next anchor is the word farthest from the line spanned by the first.
3. The third is the word farthest from the plane spanned by the first two.
4. And so on.

This process repeats until $T$ anchors are found. This is a well-known algorithm called the *Successive Projection Algorithm* (SPA) [Gil14, BGY+01]. Luckily, this algorithm relies only on standard numerical linear algebra computations, and so can be carried out efficiently in numerous programming languages. In fact, it can even be computed exploiting existing implementations for OLS regression. To see this, note that at each step we must find the vector farthest from its projection onto the span of the anchor set thus far. Define $a_k$ to be the row of $X$ corresponding to the $k$th anchor word, and $A_k$ as the matrix with $\{a_1, a_2, \ldots, a_k\}$ as its columns. Then SPA finds

$$a_{k+1} = \arg \max_v \|v - \text{Proj}_{A_k} v\|_2$$

$$= \arg \max_v \|v - A_k \left(A_k^T A_k\right)^{-1} A_k^T v\|_2$$

where the maximum is taken over the all non-anchor words. Projection into the column space of $A_k$ can be handled by functions like R’s `lm.fit()`, and so is extremely easy to implement. Taking seriously SPA’s original intent as a forward-mode variable selection method [BGY+01], it can it be understood here as a trade-off between finding anchor words which are diverse yet relevant. The distance from a vector to a subspace is controlled by two factors: the vector’s norm, and the angle it makes with that subspace. If we fix said angle, a longer vector will be farther from the subspace of interest. Conversely, distance increases with rotation through a positive angle when holding length fixed (reaching a maximum at

---

\(^1\)Note that non-informative stopwords like “the” will be removed in pre-processing.
Algorithm 1: Choosing Anchor Words (Successive Projection Algorithm)

- Find the first anchor $a_1$, the row of $X$ with the largest norm.
- Initialize $k = 1$.
- While $k \neq T$ do:
  - Construct $A_k$ with columns $\{a_i\}_{i=1}^k$.
  - Find $a_{k+1} = \arg \max_v \left\| v - A_k \left( A_k^T A_k \right)^{-1} A_k^T v \right\|_2$ for $v$ not among the anchors found thus far.
  - Iterate $k \leftarrow k + 1$.
- Output $A$.

$\pi/2$ radians). This trade-off is formalized in algorithm (1) by virtue of the expression

$$\left\| v - A_k \left( A_k^T A_k \right)^{-1} A_k^T v \right\|_2,$$

which can be made large by increasing the norm of the first term or decreasing the norm of the second term; the latter is equivalent to increasing the angle between $v$ and its projection onto the column space of $A_k$. In conclusion, algorithm (1) picks anchors which maximize orthogonality to the span of the previous anchors, subject to appearing with some appreciable frequency. Orthogonality enforces diversity, while norm prevents obscure words from entering the set.

Algorithm (1) suggests a connection to the QR decomposition of numerical linear algebra. Making this connection explicit will lead to a simpler, faster algorithm with a well-understood interpretation.

3.3 The Gram-Schmidt Process and QR Decompositions

Suppose we wish to determine an orthonormal basis for the column space of some matrix $P$. This can be accomplished sequentially using the Gram-Schmidt process, depicted below:

$$q_1 = \frac{p_1}{\|p_1\|_2},$$

$$q_2 = p_2 - \langle q_1, p_2 \rangle q_1,$$

$$q_3 = p_3 - (\langle q_2, p_3 \rangle q_2 + \langle q_1, p_3 \rangle q_1),$$

$$q_1 \leftarrow q_1$$

$$q_2 \leftarrow \frac{q_2}{\|q_2\|_2}$$

$$q_3 \leftarrow \frac{q_3}{\|q_3\|_2}$$
or in matrix form

\[ \mathbf{q}_i = \mathbf{p}_i - \mathbf{Q}_{i-1}^T \mathbf{p}_i \]

where \( \mathbf{Q}_{i-1} \) has columns \( \{ \mathbf{q}_1, \mathbf{q}_2, \ldots, \mathbf{q}_{i-1} \} \). At each step, \( \mathbf{p}_i \) is projected into the column space of \( \mathbf{Q}_{i-1} \) and \( \mathbf{q}_i \) is taken to be the third side of the resulting right triangle, which is necessarily orthogonal to the column space of \( \mathbf{Q}_{i-1} \). Finally, we scale \( \mathbf{q}_i \) to have unit norm. This can be captured as a matrix product by the QR decomposition [TB97, GVL83]:

\[ \mathbf{P} = \mathbf{QR} \]

where \( \mathbf{Q} \) contains the found orthonormal basis as its columns and \( \mathbf{R} \) is an upper triangular matrix. More explicitly,

\[
\mathbf{P} = \begin{bmatrix}
\langle \mathbf{q}_1, \mathbf{p}_1 \rangle & \langle \mathbf{q}_1, \mathbf{p}_2 \rangle & \cdots & \langle \mathbf{q}_1, \mathbf{p}_n \rangle \\
0 & \langle \mathbf{q}_2, \mathbf{p}_2 \rangle & \cdots & \langle \mathbf{q}_2, \mathbf{p}_n \rangle \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \langle \mathbf{q}_n, \mathbf{p}_n \rangle
\end{bmatrix}
\]

\( \mathbf{P} \) can be of any shape. \( \mathbf{Q} \) is of the same shape, except possibly with fewer columns in the case of rank deficiency. \( \mathbf{R} \) is always square by our conventions. Algorithm (1) is intimately related to the QR decomposition, essentially performing a kind truncated version with the columns of \( \mathbf{Q} \) constructed in very a particular order. Indeed for some anchor \( \mathbf{a}_k \),

\[ \mathbf{b}_k = \mathbf{a}_k - \text{Proj}_{\mathbf{A}_{k-1}} \mathbf{a}_k \]

is always orthogonal to the column space of \( \mathbf{A}_{k-1} \). Furthermore, it is maximally far from the column space of \( \mathbf{A}_{k-1} \) (by construction). Upon reflection, it appears as though algorithm (1) is reordering the rows of \( \mathbf{X} \) (i.e. the words) so as to produce some sort of “optimal” QR decomposition on \( \mathbf{X}^T \) (we transpose \( \mathbf{X} \) in order to retain the column-wise picture described above). This is formalized in the following proposition.

**Proposition 3.3.1.** Run algorithm 1 with \( T = \mathbf{V} \), and construct a permutation matrix \( \Pi \) whose columns have been permuted to agree with the order of the anchor words. Then the
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following QR decomposition holds:

\[
\begin{bmatrix}
\vdots \\
c_1 \\
c_2 \\ \vdots \\
c_V
\end{bmatrix}
\begin{bmatrix}
\langle c_1, a_1 \rangle & \langle c_1, a_2 \rangle & \cdots & \langle c_1, a_V \rangle \\
\langle c_2, a_1 \rangle & \langle c_2, a_2 \rangle & \cdots & \langle c_2, a_V \rangle \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \langle c_V, a_V \rangle
\end{bmatrix}
\]

where each \( c_k = b_k / \| b_k \|_2 \), \( b_k = a_k - \text{Proj}_{A_k-1} a_k \). Furthermore, we have the following properties:

\[|\langle c_i, a_i \rangle| \geq |\langle c_j, a_j \rangle| \text{ for all } i < j \quad \text{and} \quad |\langle c_i, a_j \rangle| \geq |\langle c_k, a_j \rangle| \text{ for all } i < k \leq j.\]

Before giving the proof, we need three facts. All are simple, but may be hard to parse within the argument below.

**Claim 3.3.1.** The following hold:

1. Suppose that \( \mathcal{A} \subseteq \mathcal{B} \subseteq \mathbb{R}^m \) where \( \mathcal{A}, \mathcal{B} \) are both linear subspaces. Then for any \( v \in \mathbb{R}^m \)

\[\| v - \text{Proj}_\mathcal{A} v \|_2 \geq \| v - \text{Proj}_\mathcal{B} v \|_2.\]

2. With \( v \) and \( \mathcal{A} \) defined as in the previous item, we have

\[\langle v, \text{Proj}_\mathcal{A} v \rangle = \| \text{Proj}_\mathcal{A} v \|_2^2.\]

3. Suppose \( v, w \in \mathbb{R}^m \) and \( \mathcal{A} \) defined as in the previous items. Then

\[\left\langle w, \frac{v - \text{Proj}_\mathcal{A} v}{\| v - \text{Proj}_\mathcal{A} v \|_2} \right\rangle = \left\langle w, \frac{w - \text{Proj}_\mathcal{A} w}{\| w - \text{Proj}_\mathcal{A} w \|_2} \right\rangle.\]

The first point above is a consequence of the fact that orthogonal projections necessarily produce the smallest residual vector of any such projection. Orthogonal projection onto the embedded subspace \( \mathcal{B} \) gives a residual vector which is in general not orthogonal to \( \mathcal{A} \), and thus longer by the properties of right triangles. The second point asserts that the inner product between a vector and its projection is simply the squared length of the projection itself - clearly true when considered geometrically. Finally, the last point is true because all residual vectors are necessarily collinear – projection onto one produces the same vector as projection onto another when normalized appropriately.

**Proof of Proposition 3.3.1.** Without loss of generality, we may assume that \( X^T \) is a tall rectangular matrix. If it is wide, it must be rank deficient. In this case, the trailing linearly dependent columns of the first factor can be arbitrary vectors in the column space of \( X^T \).
and the corresponding block of the triangular factor is filled with zeros. The argument that follows then goes through as before. Now, it is a straightforward exercise in matrix algebra to check the correctness of the factorization, so it remains to show that the upper triangular factor obeys the required properties:

\[
|\langle c_i, a_i \rangle| = \left| \frac{a_i - \text{PROJ}_{A_{i-1}} a_i}{\|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2}, a_i \right|
\]

\[
= \frac{\langle a_i, a_i - \text{PROJ}_{A_{i-1}} a_i \rangle}{\|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2}
\]

\[
= \frac{\langle a_i, a_i \rangle - \langle a_i, \text{PROJ}_{A_{i-1}} a_i \rangle}{\|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2}
\]

\[
= \frac{\|a_i\|_2^2 - \|\text{PROJ}_{A_{i-1}} a_i\|_2^2}{\|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2}
\]

\[
= \frac{\|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2^2}{\|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2}
\]

\[
= \|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2
\]

\[
\geq \|a_j - \text{PROJ}_{A_{i-1}} a_j\|_2
\]

\[
\geq \|a_j - \text{PROJ}_{A_{j-1}} a_j\|_2
\]

\[
= |\langle c_j, a_j \rangle|
\]

where the last line follows by the identity established earlier in the chain of deductions. The proof of the second property is similar:

\[
|\langle c_i, a_j \rangle| = \left| \frac{a_i - \text{PROJ}_{A_{i-1}} a_i}{\|a_i - \text{PROJ}_{A_{i-1}} a_i\|_2}, a_j \right|
\]

\[
= \left| \frac{a_j - \text{PROJ}_{A_{j-1}} a_j}{\|a_j - \text{PROJ}_{A_{j-1}} a_j\|_2}, a_j \right|
\]

\[
= \frac{\langle a_j, a_j - \text{PROJ}_{A_{j-1}} a_j \rangle}{\|a_j - \text{PROJ}_{A_{j-1}} a_j\|_2}
\]

\[
= \|a_j - \text{PROJ}_{A_{j-1}} a_j\|_2
\]

\[
\geq \|a_j - \text{PROJ}_{A_{k-1}} a_j\|_2
\]

\[
= |\langle c_k, a_j \rangle|
\]

This proposition reveals two beautiful properties. First, the residuals (i.e., the distances between each anchor and the subspace of previous anchors) decrease monotonically as the algorithm runs. Relatedly, projecting an anchor onto each of the subspaces from previous iterations gives a monotonically decreasing sequence of residuals (in the iterations of the

\[\square\]
Algorithm 2: Successive Projection Algorithm by QR with Column Pivots

- Compute QR decomposition of $X^T$ (with column pivoting).
- $\sigma :=$ the permutation of the document indices corresponding to the pivoting strategy.
- For $k = 1, 2, \ldots, T$ do:
  - $a_k = x^{\sigma(k)}$, the row of $X$ corresponding the $k$th pivot.
- Output $A$.

(Algorithm) Together, these say that anchor selection picks points that “fill up” the ambient vector space in a sequentially optimal way. While we arrived at this result and its proof independently, it is no surprise that this “discovery” is well-known. In fact, what we have just established is a link between algorithm (1) and the QR decomposition with column pivoting [Eng97, BG65, Gil14]. Anchor words are revealed by the pivoting strategy, which is just the particular permutation applied to the columns of $X^T$. From this new perspective, the decomposition picks a set of “very linearly independent” columns [BBP+10]. Much work has been done on extending this basic algorithm and giving bounds on its success in terms of the singular values of $X^T$ [GE96, Cha87, BBP+10], but the vanilla version is known to work well in practice [Gil14]. Ultimately, the QR connection makes explicit the idea that anchors capture most of the information in the TDM. It also affords a computational advantage in that fast QR implementations (like that of LAPACK [ABB+99]) can be used in anchor selection. This change in viewpoint is reflected by algorithm (2).

Finally, we provide a word of caution about our usage of the term “anchor” in subsequent chapters. Sometimes it is more convenient to think in terms of a set of indices giving the rows of $X$ at which anchor words occur. Other times (in particular when carrying out computations, as in this chapter) it is profitable to think of the rows themselves. We will move freely between these perspectives, but attempt to provide clarification in cases of possible confusion.

3.4 Speed-ups by Random Projections

We conclude this chapter by noting that both anchor selection and the solving of NMF itself are amenable to exciting results in the flourishing field of randomized numerical linear algebra (RandNLA). RandNLA is an interdisciplinary field populated by theoretical computer scientists, statisticians, numerical analysts, and others, whose goal is to find faster algorithms for massive matrix computations by employing a certain degree of randomness [DM16]. The hallmark result in this arena is the Johnson-Lindenstrauss (JL) lemma.
[JL84, DG03], which states that a collection of points in high-dimensional Euclidean space can be projected onto a (suitably chosen) random subspace such that all pairwise distances are nearly preserved (with high probability). The intent is to construct a subspace whose dimension is small relative to the initial space, thereby speeding up many algorithms; an original application was high-dimensional nearest-neighbour search [IM98].

Let us first study why this should work in the context of anchor selection. Let $H \in \mathbb{R}^{m \times n}$ be the projection matrix, whose entries are random according to some user-specified distribution. Here we are thinking of $m \ll n$. The JL lemma states that for any $v, w \in \mathbb{R}^n$, we have $\|Hv - Hw\|_2 \approx \|v - w\|_2$. Taking $w = 0$, we see that this implies norm preservation. In this way, $H$ is acting like an orthonormal matrix, “rotating” points down to a lower dimension with minimal distortion. Continuing this analogy, consider the central computation in step $k + 1$ of algorithm (1) after applying $H$ to the rows of $X$:

$$\|Hv - HA_k \left((HA_k)^T HA_k\right)^{-1} (HA_k)^T Hv\|_2.$$ 

If we are willing to assert $H^T H \approx I$ (as would be true exactly for genuine orthonormal matrices), this is approximately equal to

$$\|Hv - HA_k \left(A_k^T A_k\right)^{-1} A_k^T v\|_2$$

which is in turn approximately equal to the original distance calculation (by the JL lemma). Remarkably, the construction of $H$ is very simple – an appropriately scaled matrix filled with i.i.d. standard Gaussian variates suffices. For our purposes, this lemma means that anchor selection can occur in a space of much lower dimension, giving potentially large speed-ups. Worst-case bounds provide guidance as to the choice of subspace dimension (typically on the order of $\log m/\epsilon^2$ for $\epsilon$ the multiplicative distortion), but our experience suggests that dimension can be reduced drastically (by an order of magnitude or more) while approximately preserving the selected anchor words.

NMF too can benefit from the random projection treatment, though it is not so straightforward as for purely distance-based calculations. Using the same notation as above, Boutsidis and Drineas proved that the following scheme achieves the desired result [BD08]:

1. Construct $H_n$, an $n \times n$ Hadamard-Walsh matrix [HW78]. Likely a new encounter for statisticians, this family of matrices is defined recursively for powers of 2 as

$$H_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix} \quad \text{and} \quad H_{2^n} = \begin{bmatrix} H_{2^{n-1}} & H_{2^{n-1}} \\ H_{2^{n-1}} & -H_{2^{n-1}} \end{bmatrix}.$$
Because it is only defined for powers of 2, zero padding is employed to make the data matrix and response of coincident dimension. The motivation for using such a matrix is that it has properties reminiscent of the finite Fourier transform and can be applied to vectors (and by extension matrices) very quickly, much faster than by naive matrix multiplication.

2. Sample the rows of $\mathbf{H}_n$ with probability $m/n$ and scale the selected rows by a factor of $\sqrt{n/m}$; call the resulting matrix $\tilde{\mathbf{H}}$.

3. Construct $\mathbf{D}$, an $n \times n$ diagonal matrix whose entries are selected uniformly from $\{\pm 1\}$.

Then left multiplication of both the data matrix and response by $\tilde{\mathbf{H}} \mathbf{D}$ minimally distorts the solution to a non-negative least-squares problem (which now takes place in $m \ll n$ dimensions) with high probability. Thus, plugging this method into our usual NMF pipeline is an attractive idea, particularly for massive TDM’s. Empirically, we have observed that pre-processing NMF in this way permits dramatic dimensionality reduction and a resulting drop in computational time – topic models with thousands of documents can be fit in a matter of minutes.
Chapter 4

Inference: Permutation Tests, Matrix Balancing, and Beyond

4.1 Grouped Topic Models

Recall from chapter 2 that the term document matrix $X$ contains as its entries the number of times word $i$ appears in document $j$. This matrix has thus far been treated as a deterministic object, and we gave an algorithm for approximately factoring it into two non-negative matrices $\Phi^*$ and $\Theta^*$. In this sense our development has kept within the realm of descriptive statistics, in which we carry out procedures that suggest the data’s underlying structure without any notion of a sample or a population from which the data arose. In this section we move beyond the deterministic with what might be termed a “weakly stochastic model” in order to facilitate the inferential procedures proposed in this chapter.

An extremely simple probabilistic model (too simple to constitute a PTM in our opinion) for $X$ would be

$$x_1, x_2, \ldots, x_D \overset{i.i.d}{\sim} F$$

for some distribution $F$. That is, we consider each document (column of $X$) to be drawn i.i.d from an unspecified distribution. Such a model implicitly underlies the validity of most resampling methods, and encompasses popular PTM’s like LDA (these model word and topic associations with complex dependencies but the marginal distribution over documents can indeed be framed as above). Unlike in most PTM’s, document length is here considered stochastic which validates the “identical distribution” portion of the i.i.d. assumption. Additionally, it may be that the documents exhibit some sort of partitioning. For example, articles may be classified according to the news outlet in which they appeared, or by their authors. As mentioned in the introduction, our canonical scenario is one in which documents can be divided regionally. Formally, the columns of $X$ are partitioned so as to come from a
set of distributions:

\[ \{x_i\}_{i \in \mathcal{R}_j} \overset{\text{i.i.d.}}{\sim} F_j \]

where \( \{\mathcal{R}_j\}_{j=1}^R \) forms a partition on the documents. In other words, the documents within a specific region are drawn i.i.d from their own, regional distribution (of which there are \( R \)). We call this setup a \textit{grouped topic model}, our goal being to make inference about regional variation in the corpus. Geography-informed topic models are not new [EOSX10, YCH+11], but to the best of our knowledge this weakly stochastic perspective is; recall our underlying philosophy from chapter 1. The approaches referenced above rely on full-scale PTM’s fit using variational inference, or solve a different problem entirely (such as fitting a different set of topics within each region).

We would like to know which regions differ, if any, and how these differences are reflected in the shared topic structure of the corpus. In fact, all inferences will ultimately be based on topic structure and so it is advantageous to work with a restricted model in which

\[ \{\theta^*_i\}_{i \in \mathcal{R}_j} \overset{\text{i.i.d.}}{\sim} G_j. \]

That is, we rely on the same stochastic assumptions but applied directly to the vectors of topic weights. In words, this says that the topic makeup of each document is i.i.d. within each region, capturing our intuition that the allocation of topics in the corpus will depend on geography. Dealing directly with \( \Theta^* \) in this way is well motivated. First, it directly addresses our primary interest in the topics. The original documents are high-dimensional, sparse, and noisy – we care much more about their essential \textit{content} as expressed in the columns of \( \Theta^* \). What’s more, inferences in this model implicitly condition on the uncovered set of anchor words. Were this not the case, inferences with respect to particular topics would be unjustified. This is undesirable, for the analyst likely cares about the particular set of topics in front of them as indicated by the anchor words, and not a set of unlabelled, abstract topics. Finally, the compressed nature of a document’s topic representation leads to fast and simple computations.

We address two central inferential questions. First, we consider the hypothesis test:

\[ \mathcal{H}_0 : G_1 = G_2 = \ldots = G_R \quad (4.1) \]
\[ \mathcal{H}_1 : G_i \neq G_j \text{ for some } i, j \quad (4.2) \]

where we can restrict the test to two regions for direct region-region comparisons

\[ \mathcal{H}_0 : G_j = G_k \quad \text{and} \quad \mathcal{H}_1 : G_j \neq G_k \quad (4.3) \]
if desired. Second, we seek to estimate a measure of association between topics and regions. This complements the above hypothesis test by telling us how regions and topics interact in the presence of a rejected null. Both of these goals are realized using a common statistic

\[ \hat{\Theta}^*(\theta^*_1, \theta^*_2, \ldots, \theta^*_D) \]

which reflects the within-region allocation of topic weight to documents. Specifically, we take \( \hat{\Theta}^* \) to be the \( T \times R \) matrix found by summing \( \Theta^* \) row-wise within each region so that its \((i,j)\)th element is given by \( \sum_{k \in R_j} \theta^*_{ik} \). We may sometimes call this the topic-region matrix, and refer to its columns as \( \{\theta^*_R\}_j \). Basing tests and estimation procedures on \( \hat{\Theta}^* \) is a direct reflection of our interest in the relationship between topics and regions, but is further motivated by its facilitation of feasible computations. This is in large part due to its compact form: generally \( R \ll D \), and this will be true to several orders of magnitude in the applied example of chapter 5.

Testing and estimation theory based on \( \hat{\Theta}^* \) is developed in the subsequent sections, relying respectively on permutation tests and the bootstrap. We remind the reader that this perspective and the resulting inferences are only possible because of the recent advances in NMF outlined in this thesis. Because solving the NMF problem as described in chapter 3 gives a unique matrix \( \Theta^* \) for any input matrix \( X \), \( \hat{\Theta}^* \) can be considered a statistic. This would not be true without anchor words and separability; the same \( X \) could map to different \( \Theta^* \)’s due to the randomization needed to handle nonconvex loss surfaces.

### 4.2 Introduction to Permutation Tests

Permutation tests are an ingenious suite of methods for testing hypotheses under a bare minimum of assumptions. For this reason, they are especially attractive for use with modern, high-dimensional data for which familiar parametric assumptions may be misguided. Much like the bootstrap, permutation tests replace tedious calculations under brittle model assumptions with randomized computation; indeed, they are often lumped together with the jackknife, bootstrap, cross validation, etc. as constituting statistical resampling methods. Another advantage to permutation tests (and resampling techniques at large) is that they can often repose on top of statistical learning methods which are highly algorithmic in nature and difficult to frame in the traditional language of inferential statistics. As alluded to in the introduction, this is our primary motivation for using them. Our treatment thus far has centred around optimization and numerical linear algebra; permutation tests now allow us to bring inferential thinking to bear without compromising the tools developed in previous chapters.

Suppose we would like to test whether a treatment group differs from a control group.
Plenty of parametric approaches exist to solve this problem, as do many nonparametric tests based on ranks (not incidentally, ranks also play an important role in the theory justifying permutation tests). A particularly elegant idea is the following [MB01, Goo94]: under the null hypothesis that the groups do not differ, the labels indicating which group an individual belongs to are meaningless. Thus, for some test statistic $T$ we can evaluate $T$ under all permitted permutations of the labels and obtain a $p$-value as the fraction of times $T$ exceeds its original, observed value. Amazingly, this test is valid under very broad circumstances. $T$ can be any sensible function of the data (so long as it is not symmetric in its arguments), the groups need not be drawn from specific parametric families, and the test is exact in the sense that type I error is controlled as advertised. While the simple two-sample scenario aptly conveys the essential reasoning, extensions to more general settings are straightforward. As such, permutation tests provide robust and distribution-free analogues to classical $t$-tests, $F$-tests, and the like.

While intuitively appealing, a more formal exposition is required to put permutation tests on solid mathematical grounds. In particular, the fact that type I error is controlled is non-trivial. We will illustrate the theory for the two-sample problem described above, as it keeps the level of obfuscatory mathematics to a minimum; the additional machinery required for more general scenarios does not aid in understanding the main ideas. Consider two random samples

\[ X_1, X_2, \ldots, X_{n_1} \overset{i.i.d.}{\sim} F \quad \text{and} \quad Y_1, Y_2, \ldots, Y_{n_2} \overset{i.i.d.}{\sim} G \]

from distributions $F$, $G$ and we would like to test

\[ \mathcal{H}_0 : \quad F = G \]
\[ \mathcal{H}_1 : \quad F \neq G. \]

$F$ and $G$ may admit densities, but this need not be the case. Under the null, our two samples are equivalent to one large random sample from a common distribution $H = F = G$. That is,

\[ \frac{Z_1, Z_2, \ldots, Z_{n_1}, Z_{n_1+1}, Z_{n_1+2}, \ldots, Z_{n_1+n_2}}{X_1, X_2, \ldots, X_{n_1}, Y_1, Y_2, \ldots, Y_{n_2}} \overset{i.i.d.}{\sim} H. \]

Now, imagine a test statistic $T$ meant to discern between $\mathcal{H}_0$ and $\mathcal{H}_1$. A particularly simple example relevant in the two-sample testing problem is the absolute difference in means, or more appropriately, the function which computes the difference of means between its first $n_1$ and last $n_2$ arguments. When evaluated on the original data, this gives $|\overline{X} - \overline{Y}|$ under the alternative but $|\overline{Z}_1 - \overline{Z}_2|$ under the null (the difference in means between two samples from
the same population). Recomputing $T$ using all $N = (n_1 + n_2)!/n_1!n_2!$ allocations of $n_1 + n_2$ items to groups of sizes $n_1$ and $n_2$ provides a means of testing $\mathcal{H}_0$, for the behaviour of this schema varies markedly depending on whether or not the null holds. Since permuting the data effectively shuffles the groupings by which we calculate means, these $T$’s should not vary much from their original, unpermuted value $T^{\text{obs}}$ if it is true that the samples come from the same distribution. Conversely, $\mathcal{H}_1$ implies samples from $F$ and $G$ will be mixed among $T$’s arguments, thus producing a sequence that looks “unusual” in the context of the initial $T^{\text{obs}}$. This motivates the following two-sided testing procedure:

1. Observe $T^{\text{obs}}$, the value of the test statistic on the original data.
2. Construct $T_1, T_2, \ldots, T_N$, the test statistic evaluated on all permitted permutations of the data.
3. Let $p$ be the fraction of $\{T_i\}$ which exceed $T^{\text{obs}}$ in absolute value.
4. Reject $\mathcal{H}_0$ if $p < \alpha$ for some pre-specified level of significance $\alpha$.

While intuitively clear, showing that this strategy controls type I error requires a definition and some analysis. We introduce the concept of exchangeability and provide evidence for the validity of permutation tests by showing error control in a restricted setting.

**Definition 4.2.1.** A random vector $(Z_1, Z_2, \ldots, Z_n)$ is said to be exchangeable if for all permutations $\pi$ of $\{1, 2, \ldots, n\}$, we have $(Z_1, Z_2, \ldots, Z_n) \overset{d}{=} (Z_{\pi(1)}, Z_{\pi(2)}, \ldots, Z_{\pi(n)})$.

This definition says that a sequence of random variables is exchangeable if and only if permuting its indices does not change the joint distribution. This condition often holds in situations statisticians care about, but certainly not always. A Markov process, for example, poses a clear violation. While exchangeability is a deep concept worthy of study in its own right, for the current work it is sufficient to notice that i.i.d sequences are exchangeable – a simple consequence of the fact that their joint densities factor into a product of marginals. Exchangeability is a weaker concept than i.i.d. however, and the proof given below goes through under exchangeability alone – note that nowhere do we rely exclusively on the i.i.d. nature of the data.

**Proposition 4.2.1.** The simple permutation test outlined above achieves type I error control.

**Proof Sketch.** This argument is based on the comments in [Was]; it is surprisingly difficult to find concise statements of this kind about permutation tests. Much of the literature is either intuitive in nature or highly mathematical. Because notation can become cumbersome rather quickly, the first part of the argument restricts its attention to the case $n_1 = n_2 = 1$. That is, the random sample under the null is just the pair $(Z_1, Z_2)$. This simplifies notation
while maintaining the argument’s essentials. Furthermore, we assume a one-sided test. First, put

\[ T_1 = T(Z_1, Z_2) \quad \text{and} \quad T_2 = T(Z_2, Z_1). \]

We now invoke the properties of rank statistics. Consider the probability that \( T_1, T_2 \) exhibit a particular ordering:

\[ \Pr_{\mathcal{H}_0}(T_1 < T_2). \]

This event depends solely on the random sample \((Z_1, Z_2)\) because it can be mapped uniquely to an ordering on \( T_1, T_2 \). In other words,

\[ \Pr_{\mathcal{H}_0}(T_1 < T_2) = \Pr_{\mathcal{H}_0}\{(Z_1, Z_2) \in \mathcal{Z}\} \]

where

\[ \mathcal{Z} = \{(z_1, z_2) \text{ such that } T(z_1, z_2) < T(z_2, z_1)\} \]

is the subset of the sample space inducing the desired event. Consider next the alternative ordering in which \( T_2 < T_1 \). The probability of this event occurring is

\[ \Pr_{\mathcal{H}_0}(T_2 < T_1) = \Pr_{\mathcal{H}_0}(T(Z_2, Z_1) < T(Z_1, Z_2)). \]

In words, this event occurs when the permuted sample \((Z_2, Z_1)\) lies in \( \mathcal{Z} \). Thus,

\[ \Pr_{\mathcal{H}_0}(T_2 < T_1) = \Pr_{\mathcal{H}_0}\{(Z_2, Z_1) \in \mathcal{Z}\} \]

\[ = \Pr_{\mathcal{H}_0}\{(Z_1, Z_2) \in \mathcal{Z}\} \]

where the last line follows from exchangeability. In summary, the two possible orderings are equiprobable and so must occur with probability \(1/2\). The exact same arguments apply in the general case and we conclude that orderings of the statistics \( \{T_1, T_2, \ldots, T_N\} \) are uniformly distributed on their \( N! \) possible arrangements. An equivalent statement is that the set of rank statistics \( \{\Psi_i\} \) is uniformly distributed on permutations of the integers \( \{1, 2, \ldots, N\} \), and an easy corollary is that a particular rank \( \Psi_i \) is uniformly distributed on the set \( \{1, 2, \ldots, N\} \) itself. Now, fix some \( \alpha \in (0, 1) \) and consider the statistic

\[ \frac{\#\{T_i \text{ such that } T_i \geq T_{\text{obs.}}\}}{N}. \]
Ranking all the $T$’s (with 1 taken to mean largest) so that $\Psi_i$ denotes the rank of $T_i$, this can be written as

$$\frac{\Psi_{\text{obs.}}}{N}$$

where $\Psi_{\text{obs.}}$ is the rank of $T_{\text{obs.}}$ among the $T_i$’s. Then

$$\Pr_{H_0} \left( \frac{\Psi_{\text{obs.}}}{N} < \alpha \right) = \Pr_{H_0} \left( \Psi_{\text{obs.}} \leq \lfloor N\alpha \rfloor \right) = \sum_{j=1}^{\lfloor N\alpha \rfloor} \Pr_{H_0}(\Psi_{\text{obs.}} = j) = \frac{\lfloor N\alpha \rfloor}{N} < \alpha$$

as desired. Type I error control is established.

### 4.3 Choosing a Test Statistic

Equipped with the theory of permutation tests, we now propose suitable test statistics for (4.2) and (4.3). Recall that we work with the topic-region matrix $\hat{\Theta}^*$ which will lead to fast, simple tests. First, observe that under the null we have

$$E_{H_0} \theta^*_i = \eta$$

for all $i$ and some unknown $\eta$. Assuming that each region contains $d_1, d_2, \ldots, d_R$ documents respectively, linearity of expectation means

$$E_{H_0} \theta^*_R_j = d_j \eta.$$ 

This implies that in expectation, all columns of $\hat{\Theta}^*$ will be collinear. Deviation from collinearity provides evidence against the null. A natural “distance” from which to build a test statistic is then the cosine distance between two columns of $\hat{\Theta}^*$:

$$\Delta(\theta^*_R_j, \theta^*_R_k) = \frac{\langle \theta^*_R_j, \theta^*_R_k \rangle}{\| \theta^*_R_j \|_2 \| \theta^*_R_k \|_2}.$$ 

The cosine distance is a well-established measure of similarity in the text analysis and information retrieval communities [JM09], and can be understood statistically as an uncentred version of Pearson’s correlation coefficient. Geometrically, it gives the cosine of the angle between two vectors of topic weights and thus is perfectly suited to detect departure from collinearity. Note that it is invariant to the length of either of its arguments, which is important since we know the columns of $\hat{\Theta}^*$ could have very different lengths (emanating from
the different within-region sample sizes). This leads easily to two test statistics, depending on whether we are testing (4.2) in full or a pairwise comparison between regions as given in (4.3):

\[ T = \frac{1}{R} \sum_{j,k} \Delta(\theta^*_{R_j}, \theta^*_{R_k}) \quad \text{or} \quad T = \Delta(\theta^*_{R_j}, \theta^*_{R_k}). \]

These are not symmetric in their arguments when considered functions of \( \{\theta^*_1, \theta^*_2, \ldots, \theta^*_D\} \) – as is required of the permutation technology – since they depend on the aggregation of topic weight within each region. A permutation test is thus enacted by shuffling the region labels in all possible ways, recording the value of \( T \) at each step. The simplicity of \( T \) means it can be computed rapidly; this is in contrast with many popular ANOVA-like statistics (see [MB01]) which, while potentially more powerful, are expensive to evaluate.

This gives rise to algorithms (3) and (4) – the somewhat abstruse notation \( \theta^*_{\pi_s(R_j)} \) signifies the vector of topic weights for region \( j \) under a permutation of the region labels. These tests are left-tailed only, reflecting the fact that collinearity is further violated as the cosine distance decreases to 0. Note that we must concede to approximating the \( p \)-value using a Monte Carlo estimate, as in most problems the number of possible permutations is vast. However, this is a small price to pay and is similar to the approximation inherent in bootstrapping, say. In principal, the \( p \)-value is exact given that we have access to the requisite computational resources. We proceed by taking a large number \( s \) of all possible permutations on \( \{1, 2, \ldots, D\} \), which we hope is large enough to approximate the \( p \)-value arbitrarily well. Since the details of this randomized algorithm are known exactly, we can quantify its error using standard statistical techniques (confidence intervals are most popular) but pragmatism dictates that a large number of permutations will suffice. In practice, this intuition is born out. The Monte Carlo approach has an advantage as well in that it naturally handles the fact that not all \( D! \) permutations are allowable, since \( d_1! \cdot \cdots \cdot d_R! \) of those permutations do not change the overall assignment of documents to regions. The probability of seeing such a permutation is \( s/d_1!d_2! \cdots d_R! \) – negligibly small in most cases – and so the randomization saves us from having to explicitly enumerate those permutations which are allowed.

### 4.4 Matrix Balancing and Sinkhorn-Knopp

We now turn to estimation. The preceding sections have taught us how to detect a statistically significant difference in the topic structure of each region – that is, a departure from the null hypothesis that the distribution “generating” topic allocation is the same in each region. Of course, this is only a partial answer to the questions an analyst will likely be interested in. A complete analysis would surely investigate just how the topics differ
Algorithm 3: Permutation test, overall.

- Use algorithm (1) or (2) to find the anchor words (rows of $X$).
- Solve (3.1) once to find the optimal $\Lambda^*$.
- Construct $\Theta^*$, $\hat{\Theta}^*$, and the observed test statistic $T_{\text{obs.}} = \frac{1}{R} \sum_{j,k} \Delta(\theta^*_{R_j}, \theta^*_{R_k})$.
- For $i = 1, 2, \ldots, s$ do:
  - Construct a random permutation $\pi_s$ on $\{1, 2, \ldots, D\}$.
  - $T_{\pi_s} = \frac{1}{R} \sum_{j,k} \Delta(\theta^*_{\pi_s(R_j)}, \theta^*_{\pi_s(R_k)})$.
- $p := \text{fraction of } T_{\pi_s} \leq T_{\text{obs.}}$.
- Reject $H_0$ if $p < \alpha$ for some specified $\alpha$.

Algorithm 4: Permutation test, region-region comparison.

- Use algorithm (1) or (2) to find the anchor words (rows of $X$).
- Solve (3.1) once to find the optimal $\Lambda^*$.
- Construct $\Theta^*$, $\hat{\Theta}^*$, and the observed test statistic $T_{\text{obs.}} = \Delta(\theta^*_{R_j}, \theta^*_{R_k})$ for a pair of desired regions $R_j, R_k$.
- For $i = 1, 2, \ldots, s$ do:
  - Construct a random permutation $\pi_s$ on $\{1, 2, \ldots, D\}$.
  - $T_{\pi_s} = \Delta(\theta^*_{\pi_s(R_j)}, \theta^*_{\pi_s(R_k)})$.
- $p := \text{fraction of } T_{\pi_s} \leq T_{\text{obs.}}$.
- Reject $H_0$ if $p < \alpha$ for some specified $\alpha$. 
between regions, and thus the likely cause of a rejected null. We are also led naturally to
the reverse construction – what we might deem the region structure of each topic. These
dual perspectives answer related, yet distinct questions, and together complete the picture
initiated by permutation tests. Concisely then, this section explores the following two ques-
tions: “which topics are important to each region?”, and “which regions are important for
a particular topic?”. Ultimately, we demonstrate the shortcomings of considering each of
these questions on their own terms. The solution will instead address both simultaneously
via a single construction with clear geometric and problem-specific interpretations.

Naively, we might expect to answer our questions of interest by simply inspecting \( \hat{\Theta}^\star \). Recall that each column of this matrix has the following structure:

\[
\theta^\star_{R_j} = \begin{bmatrix}
\sum_{i \in R_j} \theta_{1i} \\
\sum_{i \in R_j} \theta_{2i} \\
\vdots \\
\sum_{i \in R_j} \theta_{Ti}
\end{bmatrix}
\]

Thus, we could assert that large coordinates in the above vector indicate that the corre-
sponding topics are important to region \( j \). The problem with this idea is that it fails to
account for the fact that topics are distributed unevenly throughout the corpus. Certain
topics will appear often, and consistently across all regions. These will be given high weight
in the above vectors due to their ubiquity, but are uninformative for distinguishing one re-
gion from another. To alleviate this, we need a way of downweighting topics that are given
high weight across the entire corpus. This is accomplished by simply normalizing the rows
of \( \hat{\Theta}^\star \) via the transformation

\[
\hat{\Theta}^\star \mapsto \begin{bmatrix}
1/\|\theta^\star_{T_1}\|_2 & 0 & \cdots & 0 \\
0 & 1/\|\theta^\star_{T_2}\|_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1/\|\theta^\star_{T_T}\|_2
\end{bmatrix}
\begin{bmatrix}
\theta^\star_{T_1} \\
\theta^\star_{T_2} \\
\vdots \\
\theta^\star_{T_T}
\end{bmatrix}
\]

(4.4)

where \( \{\theta^\star_{T_i}\} \) give the rows of \( \hat{\Theta}^\star \). Normalizing like this effectively ensures that all topics are
on equal footing by forcing them to have total weight 1 across the corpus. This means that
post-transformation, the columns of \( \hat{\Theta}^\star \) indeed give a meaningful indication of which topics
are of particular importance to a given region. Translating to more statistical language,
there is large variance among the usage of each topic, and so this process can be seen as a
form of topic-wise standardization.

As alluded to in the first paragraph of this section, we are also interested in investigat-
ing which *regions* are of import to a particular *topic*. This inverts our perspective, and not incidentally we must exploit a certain duality to make sense of it. Recall that the TDM is a matrix of counts, with columns representing documents and rows representing words. In this way, a document is a just a vector of counts across the entire vocabulary; a word is just a vector of counts across all documents. We can make a similar observation with \( \hat{\Theta}^* \): regions are vectors of topic weight across all topics, while topics are analogously defined across regions. The key difference here as opposed to the sort of data matrices typically encountered in regression settings, say, is that the units are consistent between rows and columns. Pictorially,

\[
\hat{\Theta}^* = 
\begin{bmatrix}
\text{Topic 1} & \text{Topic 2} & \ldots & \text{Topic } T \\
\theta_{R1}^* & \theta_{R2}^* & \ldots & \theta_{R_T}^* \\
\end{bmatrix}
\]

An obvious extension of our idea is to now consider the rows of \( \hat{\Theta}^* \), in which topics are written in terms of regions. The same issue applies however, as certain regions might be much “larger” than others. This means more topic weight is assigned in those regions in general, stemming originally from the disparity in sample size (i.e., number of documents) across regions. Not surprisingly, we need a column-normalizing transformation:

\[
\hat{\Theta}^* \mapsto 
\begin{bmatrix}
\theta_{R1}^* & \theta_{R2}^* & \ldots & \theta_{R_T}^* \\
1/\|\theta_{R1}^*\|_2 & 0 & \ldots & 0 \\
0 & 1/\|\theta_{R2}^*\|_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1/\|\theta_{R_T}^*\|_2 \\
\end{bmatrix}
\]

(4.5)

with \( \{\theta_{R_j}^*\} \) the columns of \( \hat{\Theta}^* \) as before. Whereas the row-normalizing transformation ensures topic weight is unity *per topic*, we now require the same *per region*. This allows us to meaningfully inspect rows and discern which regions achieve more or less topic weight relative to a given topic. Unfortunately, in normalizing columns we destroy the row normalization achieved by the first transformation – these two views appear to be at odds with each other. One remedy is to simply apply whichever transformation is relevant to the question of interest, but the broken symmetry of this idea immediately suggests a more elegant solution: find a normalization which respects both rows and columns.

Were total topic weight distributed evenly amongst both regions *and* topics, we could move
seamlessly between the column and row-centric views, simultaneously answering both questions with which we began this section. Given that row and column normalization give the “correct” perspectives in turn, an obvious algorithm to try to force simultaneous row/column homogeneity would be to normalize both rows and columns in an alternating fashion, iterating until convergence (assuming the algorithm indeed converges). This method of so-called matrix balancing is referred to as the *Sinkhorn-Knopp algorithm* [SK67, Kni07], and is often used to produce a doubly-stochastic scaling of a given matrix; see algorithm (5).

Under mild conditions, a doubly-stochastic scaling is possible if the matrix is square (and the norm used is \(\ell_1\)). Our case is a sort of geometric analogue in which the rows and columns are both required to lie on a sphere in their respective spaces. Since \(\hat{\Theta}^*\) is rectangular in general, these spheres will be of different size. Empirically, we observe that for tall matrices (with \(T > R\)) columns will have unit norm (as they must, since they are normalized last before the algorithm’s termination) and rows will have norm \(\sqrt{\frac{R}{T}}\). This discrepancy is unimportant, because the algorithm still manages to balance the topic weight across both topics and regions.

An illuminating and compact formulation of Sinkhorn-Knopp is found by expressing the cumulative results of its iterations algebraically. Recalling (4.4) and (4.5), we note that the algorithm consists of repeated application of diagonal matrices to the left and right of \(\hat{\Theta}^*\):

\[
\hat{\Theta}^* = D_T^{(m)} \cdots D_T^{(2)} D_T^{(1)} \hat{\Theta}^* D_R^{(1)} D_R^{(2)} \cdots D_R^{(m)}
\]

where we suppose convergence in \(m\) iterations. Combining the diagonal matrices from each iterate, we obtain a final pair \(D_T, D_R\) so that

\[
\hat{\Theta}^* = D_T \hat{\Theta}^* D_R
\]

has rows and columns each of equal \(\ell_2\) norm. Taking inverses and rearranging, we find

\[
\hat{\Theta}^* = D_T^{-1} \hat{\Theta} D_R^{-1}
\]

which has a concrete interpretation, solidly grounding our methodology. Intuitively, every topic-region matrix is equivalent to a balanced counterpart plus “distortions” based on region size and topic importance. More formally, \(\hat{\Theta}^*\) is equivalent to \(\tilde{\Theta}^*\) under diagonal coordinate changes in both the row and column spaces. These coordinate changes scale the standard bases in each space to account for the unequal weight apportioned to both topics and regions. Finding such a coordinate change in one direction is not hard; the remarkable feature of Sinkhorn-Knopp is that it does so simultaneously in both directions. To summarize then, Sinkhorn-Knopp answers the question, “what would our topic-region matrix
look like if all regions were the same size and all topics were equally important?” Using a single matrix, this lets us read off answers to our two motivating questions, finding the topics which are given high (or low) weight in a given region and vice versa. We call these the topic-within-region (TwR) and region-within-topic (RwT) weights; see algorithm (5).

As statisticians, we would of course like to perform genuine inference on the TwR and RwT weights. For this, we turn away from the permutation methodology and towards the familiar nonparametric bootstrap which overlays seamlessly onto Sinkhorn-Knopp. Algorithm (6) describes bootstrapping formally, where the output is a histogram estimating the sampling distribution of the desired entries in \( \tilde{\Theta}^* \). We demonstrate this method in chapter 6, where the number of regions is small enough to allow for a single plot containing all such histograms for a given topic; this graphical RwT inference is not unlike plots of marginal posterior distributions that have become commonplace in visualization for Bayesian inference.

We conclude this chapter by drawing an interesting connection to the permutation tests of the previous section. Since Sinkhorn-Knopp restricts \( \tilde{\Theta}^* \)'s row and column norms to \( \sqrt{\frac{R}{T}} \) and 1 respectively, a “neutral” RwT/TwR weight will be equal to \( \frac{1}{\sqrt{T}} \). In other words, an entry of \( \frac{1}{\sqrt{T}} \) indicates no association between that particular region/topic pair. It is natural then to ask what happens when the entirety of \( \tilde{\Theta}^* \) is filled with such entries. Intuitively, this should mean that there is no association between regions and topics, which is essentially what we test using algorithms (3) and (4). Letting \( J \) be a matrix of ones, direct calculation gives

\[
\hat{\Theta}^* = D_T^{-1} \tilde{\Theta}^* D_R^{-1}
= \frac{1}{\sqrt{T}} D_T^{-1} J D_R^{-1}
= \frac{1}{\sqrt{T}} \begin{bmatrix}
\alpha_1 & 0 & \cdots & 0 \\
0 & \alpha_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \alpha_T
\end{bmatrix}
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{bmatrix}
\begin{bmatrix}
\beta_1 & 0 & \cdots & 0 \\
0 & \beta_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \beta_R
\end{bmatrix}
= \frac{1}{\sqrt{T}} \alpha \begin{bmatrix}
\beta_1 \\
\beta_2 \\
\vdots \\
\beta_R
\end{bmatrix}
\]

where the \( \alpha \)'s and \( \beta \)'s are general scalars and \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_T) \). Since Sinkhorn-Knopp provides a unique decomposition [SK67], this shows that a homogeneous matrix is returned if and only if the input matrix has columns which are scalar multiples of each other. In our context, we have that \( \tilde{\Theta}^* \) is filled with \( \frac{1}{\sqrt{T}} \)'s if and only if \( \hat{\Theta}^* \) has collinear columns –
Algorithm 5: Sinkhorn-Knopp for TwR and RwT weights

- Construct $\hat{\Theta}^\ast$.
- While not converged do:
  - Normalize the rows of $\hat{\Theta}^\ast$.
  - Normalize the columns of $\hat{\Theta}^\ast$.
- Output $\tilde{\Theta}^\ast$, the balanced matrix.

Algorithm 6: Bootstrapping for TwR and RwT inference.

- Use algorithm (1) or (2) to find the anchor words (rows of $X$).
- Solve (3.1) once to find the optimal $\Lambda^\ast$.
- Construct $\Theta^\ast$.
- For $b = 1, 2, \ldots, B$ do:
  - Bootstrap the columns of $\Theta^\ast$.
  - Construct $\tilde{\Theta}^\ast$ on the boostrapped sample by summing the entries row-wise within each region.
  - Apply algorithm (5) to $\tilde{\Theta}^\ast$, obtaining $\tilde{\Theta}^\ast$ for bootstrap iterate $b$. Store the desired entries.
- Output histograms over the desired entries of each boostrapped $\tilde{\Theta}^\ast$.

Precisely the condition our test statistics are based on! Thus, the sense in which Sinkhorn-Knopp implies a lack of region-topic association is the same as that of our permutation tests. This unifies our two inferential programs, and suggests a new test statistic that may be more powerful. Namely, we could devise a $\chi^2$-type test based on the deviation between $\tilde{\Theta}^\ast$ and its expectation under the null, $1/\sqrt{TJ}$. 
Chapter 5

An Application: “The Beer Data”

In this chapter we demonstrate the central methodologies of the thesis through a real-world example. Summarizing chapters 3 and 4, our approach to grouped topic modelling rests on four steps, each of which produces output that is of potential use to the analyst. These steps are:

1. The identification of anchor words. Anchor words give a quick summary of the corpus’ thematic structure and are specifically designed to honour this principal. Recall that each anchor is associated with a particular topic and is defined so that it only appears within that topic.

2. The identification of topics (that is, $\Phi^*$). These give a richer description of the corpus’ structure than do the anchor words alone by detailing how the entire vocabulary behaves within the given topic. It is common practice to rank words in each topic by pseudo-count and print the top fraction.

3. The testing of regional differences. We perform both overall and region-region tests, packaging the results as a series of plots depicting the histogram of permutation statistics under the null.

4. Computation of TwR and RwT weights with bootstrap estimates of their sampling distributions. We emphasize RwT inference especially, which give the extent to which regions are associated with particular topics. The bootstrap provides a fast means of estimating uncertainty in these weights.

The output associated with each of these steps is demonstrated in the applied analysis that follows.

Our data consists of online beer reviews from across Canada, obtained from a popular website while respecting their `robots.txt` policy. Reviews contain considerable descriptive language about a beer’s flavour characteristics and the reviewer’s overall drinking experience. The data underwent extensive pre-processing, as is almost always required in text analysis.
Punctuation and stopwords\(^1\) – those containing little statistical signal such as “that” – were removed and reviews combined within beers. By this last point we mean that “documents” are taken to be the combined reviews of a particular beer. Words occurring less than 10 times in the corpus (after stopword removal) were omitted entirely. Ultimately, the data consists of \(V = 9567\) unique words and \(D = 6427\) documents. Algorithms were implemented in R and combined via a simple command line interface which was further developed into a fully-fledged software package, freely available at \(https://gitlab.com/gabrielp19/infernmf\). We rely crucially on the aforementioned LAPACK [ABB+99] package for numerical linear algebra routines and \(\text{nnls}\) [Mv12] for solving the non-negative least squares problems required of tractable NMF.

### 5.1 Anchor Words and Recovered Topics

Table (5.1) gives \(T = 100\) anchor words as found by algorithm (2), which does seem to capture a highly informative set of words from which to form topics. Looking forward to inference by permutation tests, a natural question of interest is whether Canadians’ beer or flavour preferences vary regionally. To that end, these anchor words are promising in that they appear to primarily be about tastes, flavours, and beer styles (along with some other descriptors and sentiment words). A curious feature of anchor words as a way of determining topics is that they do not depend on the choice of \(T\). Had we specified \(T = 200\), the first 100 of those anchors would be precisely the words presented in table (5.1). This has important ramifications for selecting the number of topics. For one, it implies a sort of robustness that is not shared by other methods like LDA. There, topic makeup itself can be sensitive to the choice of \(T\) whereas in this regime picking the number of topics is similar to choosing the number of components in PCA. We may “over-pick”, but the optimal topics remain intact as a subset of those chosen. One idea is to examine the upper triangular factor produced by the QR decomposition with column pivots to determine when, if ever, the numerical rank of \(X\) becomes saturated. In practice we found this unhelpful, much in the same way that scree plots are often inconclusive. In the end, we adopt a pragmatic “topics by eye” approach in which we look for the point at which anchors appear to add little new subject matter. We can then trim the number of topics appropriately. Furthermore, this can all be done before solving the optimization problem posed by NMF. In this way, we can intervene in model selection before a model is fully specified and fit. This is in keeping with our quest for computational efficiency.

Table (5.2) shows the 10 most prevalent words within 25 randomly chosen topics, labelled by their anchor word in the far left column. Topics appear to be genuinely meaningful,

\(^1\)Various R packages give lists of English stopwords – we have used the \text{stopwords} package [BMW20].
Table 5.1: Anchor words found by QR decomposition with column pivots.

<table>
<thead>
<tr>
<th></th>
<th>coffee</th>
<th>sweet</th>
<th>corn</th>
<th>smooth</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>beer</td>
<td>oak</td>
<td>hop</td>
<td>lime</td>
</tr>
<tr>
<td>3</td>
<td>dark</td>
<td>lager</td>
<td>stout</td>
<td>flavour</td>
</tr>
<tr>
<td>4</td>
<td>apple</td>
<td>nice</td>
<td>dry</td>
<td>smell</td>
</tr>
<tr>
<td>5</td>
<td>vanilla</td>
<td>taste</td>
<td>bottle</td>
<td>white</td>
</tr>
<tr>
<td>6</td>
<td>alcohol</td>
<td>honey</td>
<td>carbonation</td>
<td>quad</td>
</tr>
<tr>
<td>7</td>
<td>hops</td>
<td>fruit</td>
<td>amber</td>
<td>creamy</td>
</tr>
<tr>
<td>8</td>
<td>yeast</td>
<td>porter</td>
<td>malts</td>
<td>pretty</td>
</tr>
<tr>
<td>9</td>
<td>pumpkin</td>
<td>orange</td>
<td>saison</td>
<td>tripel</td>
</tr>
<tr>
<td>10</td>
<td>light</td>
<td>brown</td>
<td>notes</td>
<td>mild</td>
</tr>
<tr>
<td>11</td>
<td>chocolate</td>
<td>black</td>
<td>bitterness</td>
<td>earthy</td>
</tr>
<tr>
<td>12</td>
<td>maple</td>
<td>bit</td>
<td>blueberry</td>
<td>spicy</td>
</tr>
<tr>
<td>13</td>
<td>ipa</td>
<td>pale</td>
<td>red</td>
<td>body</td>
</tr>
<tr>
<td>14</td>
<td>caramel</td>
<td>grapefruit</td>
<td>lemon</td>
<td>nose</td>
</tr>
<tr>
<td>15</td>
<td>cherry</td>
<td>raspberry</td>
<td>cranberry</td>
<td>fruity</td>
</tr>
<tr>
<td>16</td>
<td>wheat</td>
<td>smoke</td>
<td>pine</td>
<td>grassy</td>
</tr>
<tr>
<td>17</td>
<td>pepper</td>
<td>belgian</td>
<td>pineapple</td>
<td>barleywine</td>
</tr>
<tr>
<td>18</td>
<td>citrus</td>
<td>rye</td>
<td>finish</td>
<td>coriander</td>
</tr>
<tr>
<td>19</td>
<td>apricot</td>
<td>tea</td>
<td>head</td>
<td>bready</td>
</tr>
<tr>
<td>20</td>
<td>floral</td>
<td>flavor</td>
<td>cinnamon</td>
<td>toffee</td>
</tr>
<tr>
<td>21</td>
<td>oatmeal</td>
<td>style</td>
<td>aroma</td>
<td>hibiscus</td>
</tr>
<tr>
<td>22</td>
<td>ale</td>
<td>ginger</td>
<td>sour</td>
<td>herbal</td>
</tr>
<tr>
<td>23</td>
<td>bourbon</td>
<td>banana</td>
<td>roasted</td>
<td>glass</td>
</tr>
<tr>
<td>24</td>
<td>unibroue</td>
<td>medium</td>
<td>sweetness</td>
<td>tropical</td>
</tr>
<tr>
<td>25</td>
<td>malt</td>
<td>bitter</td>
<td>licorice</td>
<td>decent</td>
</tr>
</tbody>
</table>

Rounding out the theme initiated by the anchor word. The diversity of topics is particularly striking, as is their lack of crossover. Because anchor words are confined to a particular topic and in some sense dictate that topic’s content, we avoid the sort of vague and repetitious topics that are sometimes present using other approaches. Note anchor words always appear as the most prevalent word within a topic; this is not guaranteed theoretically but is almost always observed in practice.

5.2 Permutation Tests

The relevant inferential question is whether beer styles and/or preferences vary geographically. In addition to the reviews, we obtained geographic information about where beers are brewed, and were thus able to partition the documents as formalized in chapter 4. Note that regions are defined by where a beer is brewed, and not where reviews are written. Partitioning according to province would produce wildly disparate sample sizes as some provinces have very few breweries. Instead, we combined all Atlantic provinces into a region Atlantic and the Prairie provinces into Prairies. The remaining regions are BC, Quebec,
Table 5.2: 10 most prevalent words within 25 randomly chosen topics.

<table>
<thead>
<tr>
<th>beer</th>
<th>beer</th>
<th>beers</th>
<th>tastes</th>
<th>time</th>
<th>lot</th>
<th>drink</th>
<th>drinking</th>
<th>mouth</th>
<th>hint</th>
<th>hard</th>
</tr>
</thead>
<tbody>
<tr>
<td>bit</td>
<td>bit</td>
<td>lot</td>
<td>overly</td>
<td>worth</td>
<td>feels</td>
<td>stick</td>
<td>expected</td>
<td>remains</td>
<td>left</td>
<td>tad</td>
</tr>
<tr>
<td>bitterness</td>
<td>bitterness</td>
<td>lacing</td>
<td>mouthfeel</td>
<td>bodied</td>
<td>pick</td>
<td>retention</td>
<td>balance</td>
<td>time</td>
<td>pronounced</td>
<td>lot</td>
</tr>
<tr>
<td>black</td>
<td>black</td>
<td>opaque</td>
<td>tan</td>
<td>tastes</td>
<td>sticky</td>
<td>worth</td>
<td>tobacco</td>
<td>day</td>
<td>background</td>
<td>pours</td>
</tr>
<tr>
<td>blueberry</td>
<td>blueberry</td>
<td>blueberries</td>
<td>artificial</td>
<td>fresh</td>
<td>berry</td>
<td>summer</td>
<td>beers</td>
<td>refreshing</td>
<td>grainy</td>
<td>faint</td>
</tr>
<tr>
<td>bottle</td>
<td>bottle</td>
<td>sticky</td>
<td>time</td>
<td>lots</td>
<td>huge</td>
<td>complexity</td>
<td>bottles</td>
<td>palate</td>
<td>slowly</td>
<td>poor</td>
</tr>
<tr>
<td>carbonation</td>
<td>carbonation</td>
<td>lot</td>
<td>fine</td>
<td>aromas</td>
<td>enjoyable</td>
<td>type</td>
<td>feel</td>
<td>coming</td>
<td>alcohol</td>
<td>ale</td>
</tr>
<tr>
<td>creamy</td>
<td>creamy</td>
<td>balanced</td>
<td>feel</td>
<td>mouthfeel</td>
<td>cream</td>
<td>mouth</td>
<td>lingering</td>
<td>time</td>
<td>lingers</td>
<td>flavors</td>
</tr>
<tr>
<td>dark</td>
<td>dark</td>
<td>fruits</td>
<td>tan</td>
<td>complex</td>
<td>raisins</td>
<td>deep</td>
<td>plums</td>
<td>plum</td>
<td>molasses</td>
<td>rich</td>
</tr>
<tr>
<td>flavor</td>
<td>flavor</td>
<td>color</td>
<td>mouthfeel</td>
<td>drinkability</td>
<td>drink</td>
<td>slight</td>
<td>bite</td>
<td>tongue</td>
<td>feel</td>
<td></td>
</tr>
<tr>
<td>flavour</td>
<td>flavour</td>
<td>flavours</td>
<td>colour</td>
<td>retention</td>
<td>ontario</td>
<td>coloured</td>
<td>lace</td>
<td>cap</td>
<td>nutty</td>
<td>final</td>
</tr>
<tr>
<td>hibiscus</td>
<td>hibiscus</td>
<td>pink</td>
<td>flowers</td>
<td>rose</td>
<td>tart</td>
<td>flowery</td>
<td>refreshing</td>
<td>unique</td>
<td>flower</td>
<td>smells</td>
</tr>
<tr>
<td>honey</td>
<td>honey</td>
<td>golden</td>
<td>pear</td>
<td>pears</td>
<td>esters</td>
<td>tastes</td>
<td>gold</td>
<td>durel</td>
<td>cloring</td>
<td>syrupy</td>
</tr>
<tr>
<td>lemon</td>
<td>lemon</td>
<td>refreshing</td>
<td>yellow</td>
<td>golden</td>
<td>straw</td>
<td>hazy</td>
<td>zest</td>
<td>lemony</td>
<td>gold</td>
<td>hot</td>
</tr>
<tr>
<td>lime</td>
<td>lime</td>
<td>soda</td>
<td>salt</td>
<td>bad</td>
<td>seltzer</td>
<td>fizzy</td>
<td>beers</td>
<td>natural</td>
<td>bubbles</td>
<td>summer</td>
</tr>
<tr>
<td>maple</td>
<td>maple</td>
<td>syrup</td>
<td>Scotch</td>
<td>sugar</td>
<td>boozy</td>
<td>heavy</td>
<td>syrupy</td>
<td>boose</td>
<td>wee</td>
<td>molasses</td>
</tr>
<tr>
<td>pineapple</td>
<td>pineapple</td>
<td>golden</td>
<td>mango</td>
<td>ale</td>
<td>stuff</td>
<td>gold</td>
<td>palate</td>
<td>touch</td>
<td>bright</td>
<td>fresh</td>
</tr>
<tr>
<td>porter</td>
<td>porter</td>
<td>porters</td>
<td>watery</td>
<td>roast</td>
<td>blackberry</td>
<td>flavours</td>
<td>baltic</td>
<td>aleman</td>
<td>cocoa</td>
<td>cola</td>
</tr>
<tr>
<td>smooth</td>
<td>smooth</td>
<td>brew</td>
<td>drinkable</td>
<td>excellent</td>
<td>perfect</td>
<td>slight</td>
<td>hint</td>
<td>tongue</td>
<td>delicious</td>
<td>highly</td>
</tr>
<tr>
<td>spicy</td>
<td>spicy</td>
<td>spice</td>
<td>spices</td>
<td>spiciness</td>
<td>strong</td>
<td>clove</td>
<td>complex</td>
<td>drink</td>
<td>color</td>
<td>brew</td>
</tr>
<tr>
<td>stout</td>
<td>stout</td>
<td>mocha</td>
<td>roast</td>
<td>roasty</td>
<td>barley</td>
<td>pitch</td>
<td>silky</td>
<td>hints</td>
<td>char</td>
<td></td>
</tr>
<tr>
<td>style</td>
<td>style</td>
<td>finger</td>
<td>lots</td>
<td>clean</td>
<td>heavy</td>
<td>initially</td>
<td>true</td>
<td>prefer</td>
<td>tongue</td>
<td>drinkability</td>
</tr>
<tr>
<td>triple</td>
<td>triple</td>
<td>golden</td>
<td>clove</td>
<td>triples</td>
<td>yellow</td>
<td>ale</td>
<td>complex</td>
<td>balanced</td>
<td>perfect</td>
<td>triple</td>
</tr>
<tr>
<td>tropical</td>
<td>tropical</td>
<td>mango</td>
<td>juicy</td>
<td>tangerine</td>
<td>citra</td>
<td>melon</td>
<td>papaya</td>
<td>rind</td>
<td>dank</td>
<td>peach</td>
</tr>
<tr>
<td>wheat</td>
<td>wheat</td>
<td>summer</td>
<td>refreshing</td>
<td>golden</td>
<td>wheasty</td>
<td>wit</td>
<td>withier</td>
<td>tart</td>
<td>mouthfeel</td>
<td>finishes</td>
</tr>
</tbody>
</table>

and Ontario. Territories were omitted due to the small number of breweries contained therein. Figure (5.2) depicts all 10 region-region tests conducted according to algorithm (4). The histogram of permutation test statistics is displayed as well as the observed test statistic and associated p-value. We find that the topic makeup of all regions are pairwise significantly different, save for Atlantic vs. Quebec and Atlantic vs. Ontario. This is corroborated by examining the TwR weights as displayed in table (5.3), which lists the topics given the highest and lowest weight within each region. After balancing the region-topic matrix with Sinkhorn-Knopp, the most popular topics within each region are quite distinct, suggesting a kind of “flavour profile” that each exhibits. The failure to reject in the two aforementioned tests is likely down to Atlantic’s sample size, the smallest by far. We need not worry about inflated type I error due to multiple testing, as all significant p-values would survive Bonferroni corrections or similar. Those cases with p = 0 result from the limited number of random permutations; such cases should be interpreted as having tiny (but non-zero) p-values. Needless to say, the above region-region results are accompanied by a rejection of the null in the overall test of regional differences. In this case the gap between the observed test statistic and the permutation statistics is quite large and we omit the resulting plot.

5.3 RwT and TwR Weights

To explore the differences between regions with respect to specific topics, we employ the RwT weights of chapter 4 which are displayed as a series of bootstrap sampling distributions over the relevant entries of the balanced region-topic matrix. Recall that these are the weights assigned to each region under a particular topic, balanced by Sinkhorn-Knopp. This
Figure 5.1: Tests of region equality using $s = 10000$ random permutations. Tests are based on the cosine distance between the topic weight vectors from two regions. The dashed red line gives the value of the observed test statistic.
Table 5.3: Topics ranked within each region according to their TwR weights. The top and bottom 10 topics are listed for each region.

<table>
<thead>
<tr>
<th>Atlantic</th>
<th>Quebec</th>
<th>Ontario</th>
<th>Prairies</th>
<th>BC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1   blueberry</td>
<td>unibroue</td>
<td>cranberry</td>
<td>earthy</td>
<td>pumpkin</td>
</tr>
<tr>
<td>2   lime</td>
<td>tripel</td>
<td>rye</td>
<td>bready</td>
<td>ginger</td>
</tr>
<tr>
<td>3   lager</td>
<td>quad</td>
<td>tea</td>
<td>floral</td>
<td>pine</td>
</tr>
<tr>
<td>4   corn</td>
<td>hibiscus</td>
<td>pineapple</td>
<td>herbal</td>
<td>pineapple</td>
</tr>
<tr>
<td>5   honey</td>
<td>belgian</td>
<td>corn</td>
<td>glass</td>
<td>tropical</td>
</tr>
<tr>
<td>6   ipa</td>
<td>coriander</td>
<td>porter</td>
<td>malt</td>
<td>grapefruit</td>
</tr>
<tr>
<td>7   aroma</td>
<td>alcohol</td>
<td>oak</td>
<td>barleywine</td>
<td>ipa</td>
</tr>
<tr>
<td>8   maple</td>
<td>apple</td>
<td>malts</td>
<td>dry</td>
<td>bourbon</td>
</tr>
<tr>
<td>9   bitter</td>
<td>yeast</td>
<td>nose</td>
<td>pale</td>
<td>citrus</td>
</tr>
<tr>
<td>10  light</td>
<td>pepper</td>
<td>lager</td>
<td>amber</td>
<td>licorice</td>
</tr>
</tbody>
</table>

| 91  pepper      | grassy      | hibiscus    | pumpkin     | belgian     |
| 92  oatmeal     | earthy      | oatmeal     | oak         | cranberry   |
| 93  apricot     | grapefruit  | pepper      | cranberry   | apple       |
| 94  saison      | pale        | yeast       | flavor      | lager       |
| 95  belgian     | ipa         | belgian     | blueberry   | corn        |
| 96  bourbon     | pine        | quad        | belgian     | tripel      |
| 97  tripel      | porter      | tripel      | hibiscus    | quad        |
| 98  unibroue    | blueberry   | blueberry   | tripel      | hibiscus    |
| 99  hibiscus    | lager       | barleywine  | quad        | blueberry   |
| 100 quad       | corn        | unibroue    | unibroue    | unibroue    |

Balancing allows us to meaningfully compare across both regions and topics; figures (5.2) and (5.3) give examples. Recall that the RwT weights are constrained so that their squares sum to $R/T = 0.05$ within each topic. We overly a line at 1/10 – the value which would be attained for each region under a completely neutral topic. Polarizing topics like yeast tend to have relatively little uncertainty associated with them, whereas the universality of stout, say, gives rise to diffuse RwT weights which preclude association to a particular set of regions. The large variance exhibited by Atlantic’s RwT weights is due to the region’s relatively small sample size (i.e., number of breweries). A similar treatment of TwR weights is not given here, as the resulting plots would contain 100 overlaid densities. Instead, the aforementioned table (5.3) ranks the TwR weights for each region and shows the top and bottom 10 topics.
Figure 5.2: RwT weights for the four indicated topics (as identified by their anchor words) using $B = 1000$ bootstrap samples to estimate the sampling distribution.
Figure 5.3: RwT weights for an additional four topics with $B = 1000$ as in figure (5.2).
Chapter 6

Conclusions and Future Work

This thesis explored a variety of ideas related to non-negative matrix factorization and resampling-based inference, culminating in their combination for inference in grouped topic models. Despite this concrete end-goal, much of the intermediary material is worth highlighting in its own right. First, we drew attention to recent developments in non-negative matrix factorization, without which the subsequent material would have been impossible. In particular, anchor words allow for NMF to be solved globally and efficiently, a fact that – despite years of development – few practitioners seem to know about. Anchor words can be found using tools from numerical linear algebra, and the approximate non-negative factorization found by convex programming leads to rich and diverse topics when applied in the context of text analysis. Our approach to this problem was novel in that we deliberately eschewed a generative stochastic model, embracing an optimization-based perspective that merged particularly well with permutation tests and the bootstrap when considering the NMF solution a statistic under a weakly stochastic sampling model. Our inference techniques are underscored by their simplicity, especially when compared with hard-to-compute and approximation-laden probabilistic topic models. The efficacy of these methodologies were demonstrated on a data set of online beer reviews. A general philosophy permeated the entire work, which we believe deserves further attention in the statistics community: the application of classical nonparametric resampling methods to general, distribution-free statistics (like the solution to an NMF problem). This approach allows for the amalgamation of statistical learning techniques with genuine frequentist inference, computational efficiency being a noteworthy driver of the process. Making these ideas more robust and user-friendly is a worthy future goal of the statistics community.

Many future research questions, which we hope to address, were motivated while completing this work. For example:

1. We cited work improving upon the QR decomposition with column pivoting. Do these subset selection methods offer any improvement over vanilla QR? Do their theoretical guarantees manifest in practice?
2. Are there better procedures for finding anchor words in general, perhaps unrelated to QR?

3. We recently became aware of a method known as Correspondence Analysis [Ben92], which elegantly addresses the fact that text data is not really Euclidean in nature (though NMF treats it as such). Can this be made to work with the methods provided herein?

4. Are there other suitable test statistics for conducting permutation tests in grouped topic models (where we strictly enforce computational tractability)?

5. How can the permutation methodology be used to efficiently construct confidence intervals or similar in this setting?

6. How can other resampling methods be reposed on top of NMF in an efficient way?

7. Are there different ways in which the Sinkhorn-Knopp algorithm can be utilized (by applying it directly to the TDM, for example)?

8. Can regional variation be modelled continuously while retaining the attractive features of our approach? Does this provide inferential advantages not found treating regions as discrete entities?

We suspect and hope that most of these questions can be answered in the positive.
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